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Fine-tuning - General overview
- LoRA



foundation models
Language Models are not very useful, they randomly generate 
texts… But this means that they somehow capture some 
information from natural language! They are also called 
foundation models.

Fine-tuning is about making Language Models solve concrete 
tasks, like classification, question answering, name entity 
recognition…





Training is expensive
We often cannot afford updating the whole model!

Most of us will not train foundation models… Rather 
fine-tune existing ones.



Low-rank Adaptation (LoRA)
Two key ideas:

(1) We only store the changes, not a new model
(2) We only update a small number of parameters



Idea: storing weight updates

Say we consider a linear layer 
with matrix W. We keep the 
matrix W fixed and store ΔW



Rank approximations
A matrix W of dimension dxd contains dxd parameters. It can 
be rank-r approximated by two matrices AxB with:

- A of dimension dxr
- B of dimension rxd

Instead of dxd parameters we now have 2xdxr parameters.



Weight update



LoRA Layer



Adding the LoRA layer






